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Spatial Solution to Measure Regional Efficiency — Introducing Spatial Data 
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When investigating healthcare efficiency at the regional level, the problem of interactions between neigh-
bouring locations arises. The health of the population in a given region is related to the healthcare in other 
areas through a medical tourism, a limited number of highly specialised institutions, competition between 
institutions, etc. Ignoring these inter-regional links may result in a systematic bias in the efficiency analy-
sis. Similar issues may hinder any regional studies. Hence, the main purpose of this paper is to introduce a 
new approach to measuring efficiency in regional studies through spatial data envelopment analysis (SDEA). 
The paper offers a proper mathematical formulation of the new methodology and highlights differences be-
tween classic data envelopment analysis (DEA) and the newly developed method. The motivation for seek-
ing a new solution to the problem of spatially adequate assessment of regional efficiency is derived from the 
literature review and a discussion of the presented theoretical examples. The classic DEA allows for multidi-
mensional analysis of the performance of homogenous independent decision-making units. However, in re-
gional studies, an area where DEA has gained popularity, the assumption of the isolation of decision-making 
units seems to be unfounded. In the SDEA approach, the region-specific spatial context is incorporated into 
the analysis via the W matrix and spatial interactions are reflected in the model through spatially weighted 
inputs and outputs. Therefore, in our paper, we verify the hypothesis that spatial interactions are an indis-
pensable factor of regional efficiency analysis. A study of healthcare efficiency in European regions is pre-
sented as an illustration of the utility of the new methodology. Furthermore, we compare the results of the 
classic DEA approach with those of the SDEA, which is augmented with the spatial equivalents of inputs and 
outputs. Our results suggest that classic DEA undervalues regional healthcare efficiency by underestimating 
the region-specific spatial context. 2 Researchers may find the introduced SDEA method useful in all space re-
lated fields when investigated phenomenon exhibits spatial autocorrelation. In particular, the new approach 
may deepen the regional efficiency analysis of innovation, development, logistics, tourism, etc.
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 ИССЛЕДОВАТЕЛЬСКАЯ СТАТЬЯ 
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Применение методики анализа охвата пространственных данных для измерения региональной 
эффективности

При исследовании эффективности здравоохранения на региональном уровне возникает проблема 
взаимодействия соседних территорий. Здоровье населения в конкретном регионе также зависит 
от системы здравоохранения в других областях, поскольку необходимо учитывать такие факторы, 
как медицинский туризм, ограниченное количество узкоспециализированных учреждений, конкуренция 
между учреждениями и т. д. Игнорирование подобных межрегиональных связей может привести к воз-
никновению систематической погрешности в процессе анализа эффективности. Такие проблемы мо-
гут помешать проведению региональных исследований. Цель данной статьи — представить новый под-
ход к измерению региональной эффективности с помощью анализа охвата пространственных данных 
(SDEA). Предложена математическая формулировка новой методологии и описаны различия между 
классическим анализом охвата данных (DEA) и разработанным подходом. Обзор литературы и тео-
ретических примеров продемонстрировал необходимость поиска нового решения проблемы оценки ре-
гиональной эффективности с учетом пространственного компонента. Классический метод позво-
ляет проводить многомерный анализ производительности однородных независимых центров приня-
тия решения. Однако в региональных исследованиях, где подход DEA приобрел популярность, предпо-
ложение об изолированности центров принятия решения кажется необоснованным. В то же время 
анализ охвата пространственных данных исследует специфичный для региона пространственный 
контекст с помощью матрицы W. Также в данной модели пространственные взаимодействия выра-
жаются через пространственно взвешенные входные и выходные данные. В статье была проверена 
гипотеза о важности фактора пространственных взаимодействий в контексте анализа региональ-
ной эффективности. Исследование эффективности здравоохранения в европейских регионах проде-
монстрировало практическую ценность новой методологии. Сравнение результатов двух моделей по-
казало, что классический анализ охвата данных недооценивает региональную эффективность здра-
воохранения, не принимая во внимание региональный пространственный контекст. Представленная 
методика может использоваться в любых пространственных исследованиях в случае наличия про-
странственной автокорреляции. В частности, новый подход может быть использован для углублен-
ного анализа эффективности инноваций, развития, логистики, туризма на региональном уровне.

Ключевые слова: региональная наука, экономика, анализ охвата данных, анализ охвата пространствен-
ных данных, региональная эффективность, пространственная экономика, пространственные взаимодей-
ствия, здравоохранение, эффективность здравоохранения, болезни изобилия
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1. Introduction
Data envelopment analysis (DEA) was intro-

duced in 1978 by Charnes, Cooper, and Rhodes [1]. 
It is an optimisation-based method of analysing 
the relative efficiency of homogeneous but inde-
pendent decision-making units (DMUs). In this ap-
proach, efficiency or productivity is measured by a 
ratio of weighted outputs to weighted inputs, with-
out specifying an explicit functional relation be-
tween them. DEA is based on the economic concept 
of the production function, although the struc-

tural parameters are not being estimated. In fact, 
the original aim of DEA and the related efficiency 
measure was not to describe the theoretical func-
tion but rather to support managerial assessment 
and decision-making at the micro-level. Thus, fol-
lowing the introduction of the original DEA, the 
DMUs considered initially were typically small 
economic entities, such as companies, schools, and 
programmes [1, 2, 3]. In more recent literature, the 
term production is not necessarily used in its lit-
eral sense and it is commonly used more broadly 
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in general economics. Examples of research areas 
that use the DEA methodology include:

—	health economics, for assessing efficiency of 
healthcare [4, 5],

—	public safety, to rate the efficiency of police 
in relation to crime rates [6–8],

—	environmental and energy economics, for 
decision-making and policy assessment (exten-
sively reviewed by Mardani et al. [9]) and sustaina-
ble development [10],

—	logistics [11–14], and
—	tourism [15].
We note that not only has a thematic expan-

sion of the theory of production been observed 
but also, simultaneously, there has been a change 
in the perception of what a DMU can be. Such 
units no longer have to be distinct, independent 
companies (i.e., typical micro-level economic en-
tities). In fact, much smaller objects (e.g., flight 
routes, sub-units) can be assessed provided that 
if the relevant decisions are made at a higher (e.g., 
company) level, they are managed separately for 
nano-level decision-making [16, 17]. Furthermore, 
mezzo (or macro) units become increasingly fre-
quent subjects of research using the DEA meth-
odology. In particular, in the field of regional sci-
ence, regions can be viewed as DMUs that operate 
with limited resources and aim to maximise a set 
of tangible effects. As a result, the DEA method-
ology has become popular in this field. For exam-
ple, the DEA approach has been used in research 
on regional inequality in planning infrastructure 
and human capital development [12, 18] and in in-
vestigations of social and economic disadvantage 
(e.g. [19]). Wang and Feng [20] used DEA to as-
sess productivity and economic growth in Chinese 
regions and a DEA study of the efficiency of the 
Italian regions was conducted by Suzuki, Nijkamp 
and Rietveld [15] to assess the tourism policies of 
tourist destinations.

Combining DEA results with geographic in-
formation systems (GIS) enhances the investiga-
tive power of spatial pattern analyses. Kapfer et 
al. [21] used this approach to compare the produc-
tivity of agricultural land plots. Lao and Liu [22] 
studied the Californian bus line system by pro-
filing demographics using GIS and then calculat-
ing the efficiency of public transit agencies using 
DEA. Almeida et al. [23] applied DEA–GIS tactics 
to measure the attractiveness of the Osasco region 
in Sao Paulo, Brazil to businesses before and after 
the opening of Rodoanel, a major highway. Kourtit 
and Nijkamp [24] performed a multi-step DEA–
GIS analysis of creative high-tech companies in 
the Netherlands, based on their geographical lo-
cations and regional efficiency.

Typically, regional studies, including the above 
papers, treat regions as separate and independ-
ent DMUs, which is in line with DEA assumptions. 
While some conclusions about the existence of 
spatial patterns are offered, they are not confirmed 
statistically. Therefore, to verify their hypothe-
ses, some researchers apply exploratory spatial 
data analysis (ESDA) to the results of the standard 
DEA as a subsequent step. Angeriz, McCombie and 
Roberts [25] analysed the efficiency of manufac-
turing in 68 European Nomenclature des Unités 
Territoriales Statistiques (NUTS) 1 regions using 
DEA and then tested the efficiency coefficients for 
spatial autocorrelation (local and global) to ver-
ify spatial patterns. Similarly, Wang, Jin and Zhou 
[26] used DEA–ESDA to examine grain production 
in 172 counties in the Hebei Province of China for 
the period 1990–2005. Mokaddem [27] examined 
economic development across 252 Tunisian dele-
gations and applied not only spatial statistics, but 
also a spatial econometric model to explain DEA 
efficiency. Spatial econometrics was also used by 
Schaffer, Simar and Rauland [28], who made an at-
tempt to model DEA efficiency coefficients using 
a spatial geoadditive regression. Both Mokaddem 
[27] and Schaffer, Simar and Rauland [28] incor-
porated a spatial weight matrix W to describe 
the spatial interactions in the post-DEA analysis. 
Maté-Sánchez-Val and Madrid-Guijarro [29] used 
this approach in reverse: they introduced a spatial 
weight matrix in the pre-DEA stage of their study 
concerning the productivity of small and medium 
enterprises. Their modification of the DEA meth-
odology assumed that each DMU should be com-
pared only with the neighbouring units, as recog-
nised by the W matrix. Although this is an inter-
esting approach, it can be effectively employed 
only if a given unit has a sufficiently large number 
of neighbours to enable the local production pos-
sibility set to be adequately identified.

Our contribution is the introduction of explicit 
spatial interactions into the DEA model, incor-
porated through the spatial weight matrix W. As 
usual, matrix W is a given a priori as an N × N spa-
tial weight matrix, which represents the spatial 
structure of observations. The elements wij of W 
are valued at one (wij = 1) if the locations i and j are 
neighbours and all other elements, in particular, 
the diagonal ones, are zero. Therefore, the neigh-
bourhood structure is represented by the spatial 
weight matrix W. We consider the most common 
weight matrices in regional science, namely those 
in which a neighbourhood is based on distance re-
lationship or contiguity [30].

The structure of spatial interactions (repre-
sented by the W matrix) should be included di-
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rectly in the efficiency analysis, as the relationship 
between effects in one region and inputs in another 
region is an integral part of the production pro-
cess. For example, higher expenditure on research 
and development in neighbouring regions can in-
fluence a region’s own level of innovativeness 
through grants, universities, and general knowl-
edge spillovers [31]. A technological advancement 
in medical equipment or human capital (treated 
as an input) may result in a healthier population 
(the output) not only in a given region, but also in 
neighbouring regions [32, 33, 34]. Conversely, the 
production outputs of neighbouring regions may 
be achieved partly through the production pro-
cesses in a given region. For instance, environmen-
tal indicators, which can be a direct output or a pro-
duction by-product and are not bounded within ad-
ministrative borders, can have positive or negative 
consequences simultaneously within a region and 
in its neighbouring regions. Moreover, the output 
of one region can become the input of a neighbour-
ing region. For example, when DEA is used to meas-
ure the efficiency of regional development (based 
on gross domestic product (GDP) as the main out-
put), the spatial spillover effect indicates that a re-
gion with a high level of GDP may stimulate the de-
velopment of its neighbouring regions.

The remainder of the paper is structured as fol-
lows. Section 2 introduces the methodology, pro-
viding a tool for frontier analysis that takes into 
account spatial autocorrelation. Section 3 illus-
trates the methodology by applying it to an analy-
sis of the efficiency of healthcare in European re-
gions. A discussion of the empirical results ob-
tained is also included in Section 3. Finally, con-
clusions are outlined in Section 4.

2. Methodology

In this section, we present the spatial data en-
velopment analysis (SDEA) methodology as an 
extension of the standard DEA framework. First, 
let us introduce some notation. We assume that 
S-element vectors xi, for i ≤ n, describe the val-
ues of inputs available for each individual unit 
i = 1, ..., n. Similarly, the M-element vectors yi, 
for i ≤ n, contain outputs produced by each unit. 
Additionally, we will use the matrices X = [x1, ..., xn] 
and Y = [y1, ..., yn] of combined inputs and outputs, 
respectively.

Let us start with the Charnes, Cooper, and 
Rhodes (CCR) [1] model, in which the efficiency θk 
of a unit k ∈ {1, ..., n} is described by the optimal 
value for the following non-linear programme:

( )maximise , ,
T

k
k T

k

u y
u v

v x
θ =                 (1)

θi (u, v) ≤ 1, i ∈ {1, ..., n}, 0 ≤ u ∈ ℝM, 0 ≤ v ∈ ℝS.

Thus, the relative efficiency is the ratio of the 
value of outputs to the value of inputs with re-
spect to optimal prices (u, v). However, a solution 
to programme (1) is typically obtained by solving 
a computationally simpler linear programme, as 
shown in (2) and (3). Namely, it is easily observed 
that the objective function in (1) is invariant when 
variables (u, v) are multiplied by a non-zero con-
stant. Thus, we may restrict the feasible set so that 
the value of the denominator v T Xk does not exceed 
one. Then, it can be observed that for an optimal 
v, we actually have v T Xk = 1. In this way, we obtain 
an equivalent formulation of (1) in the so-called 
input-oriented form:

maximise k kθ =                      (2)
v Txk ≤ 1, Yu ≤ Xv, 0 ≤ u, v.

The following linear programme (3), dual 1 to 
(2), reveals the connection of the efficiency coeffi-
cient θk to the well-known Farrell efficiency meas-
ure [35]:

minimise ,kθ                             (3)
Xl ≤ θkxk, Yl ≤ yk, 0 ≤ l ∈ ℝn.

Notice that the production possibility set ℘ is 
exactly the feasible region in (3). In addition, no-
tice that the value of θk in (3) is the coefficient 
by which inputs xk for the k-th unit can be uni-
formly decreased so that the point (θk, xk, yk) still 
lies within the (constant returns to scale) posi-
tive cone generated by vectors (xi, yi), i = 1, ..., n. 
Thus, the optimal θ *k is Farrell’s efficiency meas-
ure. Alternatively, (1) can be transformed by the 
constraint u T yk ≥ 1, in which case it takes an obvi-
ous reciprocity of the objective function that one 
obtains using the output-oriented models (2’) and 
(3’):

m ,inimise T
k kvθ = x


                  (2’)

u T yk ≥ 1, u T Y ≥ v T X, 0 ≤ u, v.

maximise ,kθ


                       (3’)

Xl ≤ xk, Yl ≥ 


θkyk, 0 ≤ l.
Also notice that a comparison of (3) and (3’) re-

veals that *
*

1 .k
k

θ =
θ



The contribution of the original paper by 
Charnes, Cooper and Rhodes [1] was not a mere 
presentation of problem (1) as a dual to (3) or (3’). 
In fact, the CCR model introduced a refined con-
cept of efficiency compared with the Farrell effi-
ciency measure.

1 Duality of linear programs is a well-established term in oper-
ational research. For more refer to [36].
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The above models assume that it is possible to 
scale any point in the production possibility set by 
an arbitrary factor. In other words, the assump-
tion of constant returns to scale is incorporated 
into the programme with the condition that the 
set ℘ is a positive cone. Subsequently, the Banker, 
Charnes, and Cooper model removed the assump-
tion of constant returns to scale [3]. Instead, the 
feasible points are those that are convex combi-
nations of data points. Thus, the relevant pro-
gramme takes the form below:

minimise ,kθ                           (4)
Xl ≤ θkxk, Yl ≤ yk, l T 1 = 1, 0 ≤ l ∈ ℝn.

Now, we turn to the spatial setting. First, how-
ever, let us fix a spatial weight matrix W = [wij]ij ≤ n 
and let vectors xi = (xis)s ≤ S and yi = (yik)m ≤ M, i ≤ n be 
defined as previously. To incorporate spatial inter-
action into the evaluation of unit efficiency, we as-
sume that the spatial interaction occurs through 
three parallel channels of influence. The first 
channel concerns the spatial relevance of inputs. 
More specifically, a subset V ⊂ {1, ..., S} of input 
variables in a region (called spatial inputs) affects 
the overall level of outputs in the neighbouring re-
gions. Second, to account for the relevance of spa-
tial spillovers to outputs, we assume that there 
is a distinguished subset Q ⊂ {1, ..., M} of out-
put variables (spatial product inputs) that also af-
fects the overall level of outputs in the neighbour-
ing regions. Third, there is a subset P ⊂ {1, ..., M}, 
P ∩ Q = ∅ of output variables in the neighbour-
ing regions (spatial outputs) that are influenced 
by the level of inputs in the given unit. Finally, we 
define the efficiency measure of a spatial unit i ≤ n 
as the optimal value of the following programme:

( )

1 1

1 1 1

max imise , , , :

,

k km ks km ks

M n

km km km ki im
m m P i

S n n

ks ks ks ki is km ki im
s s V i m Q i

y w y

v x w x w y

= ∈ =

= ∈ = ∈ =

θ m ν η ω =

m + η

+ ω + η

∑ ∑ ∑

∑ ∑ ∑ ∑ ∑
  (5)

with the restriction that:

1 1

1 1 1

1,

M n

km jm km ji im
m m P i

S n n

ks js ks ji is km ji im
s s V i m Q i

y w y

v x w x w y

= ∈ =

= ∈ = ∈ =

m + η
≤

+ ω + η

∑ ∑ ∑

∑ ∑ ∑ ∑ ∑

for all j = 1, ..., n and assuming that the multipliers 
mkm, vks, ηkm, and ωks are non-negative.

Definition 1. Spatial unit k is Farrell efficient if 
θ *k = 1 for the optimal value of programme (5).

Definition 2. Spatial unit k is CCR-efficient if 
the following two conditions hold: (a) unit k is 
Farrell efficient, and (b) for an optimal solution of 

(5), the values of the variables m *km for m ≤ M and 
η *km for m ∈ P are positive.

Our spatial modification allows spatial vari-
ables to be introduced into the DEA approach in 
three ways. First, if the production process is not 
bound within administrative borders and some 
outputs are generated or observed in neigh-
bouring regions, we include spatial outputs (via 

1

n

km ki im
m P i

w y
∈ =

η∑ ∑ ) in the numerator of (5). Second, if 

outputs in a given region are affected by some in-
puts in neighbouring regions, we add spatial in-

puts (
1

n

ks ji is
s V i

w x
∈ =

ω∑ ∑ ) to the denominator. In these 

ways, we can ensure that selected neighbouring 
inputs and outputs, as well as the region’s own in-
puts and outputs, are included in the DEA. In some 
cases, outputs (products) in one region can be per-
ceived as inputs in another. Therefore, the third 
way of incorporating spatial interactions is to in-
clude spatially weighted outputs corresponding to 
the region’s own inputs; these spatial product in-

puts are included through 
1

n

km ji im
m Q i

w y
∈ =

η∑ ∑  in the de-

nominator. We emphasise that not all inputs and 
outputs have to interact spatially. Therefore, not 
all of the spatial variables have to be included 
in the linear programming problem. Selection of 
spatial variables and their role in an SDEA model 
depends on the nature of the production process, 
theoretical assumptions, and the results of con-
ducted ESDA.

For preliminary analysis of potential spatial 
variables as well as the post-DEA verification of 
efficiency patterns, the most useful spatial tools 
are Moran’s I statistics and tests. In our study, we 
employed uni- and bivariate statistics at the local 
and global levels [37, 38]. The local Moran’s Ii in-
dicates whether the i-th territory is surrounded by 
locations with similar (positive spatial autocorre-
lation) or dissimilar values (negative spatial auto-
correlation). This local statistic takes the follow-
ing form:

( ) ( )

( )

2
1

2

1 1 1

,

N

i ij j
j

i N N N

ij k
i j k

x x w x x
N

I
w x x

=

= = =

− −
=

−

∑

∑∑ ∑
        (6)

where xi represents the variable in question, x is its 
mean and wij is an element of W, which is the spa-
tial weight matrix. This local statistic is a base for 
the local indicators of spatial association (LISA), 
which allows for the classification of regions into 
high-high (hot-spot) and low-low (cold-spot) spa-
tial clusters, as well as identification of the high-
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low and low-high spatial outliers. Additionally, the 
reference to high and low is relative to the mean of 
the variable, and should not be interpreted in an 
absolute sense [37].

To assess the existence of a spatial association, 
the global Moran’s I is used. It measures overall 
regional similarity for all locations as a mean of 
local Ii:

( )( )

( )
1 1

2

1 1 1

,

N N

ij i j
i j

N N N

ij i
i j i

w x x x x
N

I
w x x

= =

= = =

− −
=

−

∑∑

∑∑ ∑
        (7)

using the notation of equation (6). It identifies 

positive spatial autocorrelation if: 
1

1
I

N
> −

−
 (i. e. 

on average each region is surrounded by locations 
with similar values of x) and negative spatial auto-
correlation otherwise (significantly different val-
ues of x in close proximity).

The concept of spatial autocorrelation can be 
generalised to the spatial correlation between two 
variables. Bivariate Moran’s I measures the aver-
age association of y-value in a given location with 
the values of another variable (x) in nearby areas. 
Assuming that, we have:
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The weight matrix is an essential element of 
any spatial data analysis, including SDEA and 
ESDA, and as such, it gained a considerable at-
tention [30] and remains the cause of disputes 
over how it should be specified. The research con-
ducted in this paper is based on NUTS 2 regions, 
some of which cover a great geographical area 
that is sparsely populated (e. g. North and East 
Finland), and adversely, some are very small and 
densely populated (e.g. Inner London). Therefore, 
it seems to be better justified to apply the contigu-
ity weight matrix, in which regions are considered 
to be neighbours when sharing a boundary, then 
distance-based weight matrices. Consequently, in 
the study, the contiguity weight matrix was cho-
sen for the analysis.

3. Results based on application of SDEA  
to healthcare in EU regions

To illustrate our methodology, we use SDEA 
to consider the efficiency of healthcare in 
European regions. There is no doubt that eco-
nomic growth entails not just environmental 

but also health concerns, with the diseases of af-
fluence becoming an increasingly urgent issue. 
A variety of cardiovascular diseases, respiratory 
system diseases (e. g., asthma), obesity and its 
consequences (e. g., diabetes), addictions and 
other mental problems, and cancers are serious 
issues, as discussed in a number of World Health 
Organiwation (WHO) reports. 1 In general, there 
are high levels of healthcare funding and ex-
penditure on the prevention and treatment of 
these ‘Western diseases’ in the Western coun-
tries because they are an economic concern in 
rich, developed countries. Therefore, it is worth-
while searching for appropriate tools to exam-
ine the prevalence and efficiency of health-
care systems that can assist in reducing the un-
wanted consequences of wealth. [32–34, 39–43].

All data used in the analysis below are taken 
from the Eurostat database. The data cover 
282 regions of the European Union, Norway, 
Switzerland, and Luxemburg for the years 2013–
2015. The inputs are the number of medical doc-
tors (DOC), number of hospital beds (BED), and 
financial recourse, represented by regional GDP. 
Data descriptions and basic statistics are pro-
vided in Table 1. On average, there were 350 doc-
tors and 507 beds per 100,000 inhabitants in 
each European region with the GDP per capita of 
27,029 Euro. The number of doctors was the high-
est in Greek, Czech, and Austrian regions and the 
lowest in Polish and Dutch locations. The num-
ber of beds was the highest in Germany and ex-
ceeded the minimal values for Greece and Spain 
almost eight times. For GDP, the lowest values 
were reported in Bulgaria and Hungary and the 
unique maximal value was observed in Inner 
London-West. Moreover, all resources are all pos-
itively spatially correlated.

The outputs are measured using the mortality 
rates for six chosen Western diseases, namely dia-
betes mellitus (D), mental and behavioural disor-
ders (M), diseases of the nervous system and the 
sense organs (NS), diseases of the circulatory sys-
tem (C), diseases of the respiratory system (R), and 
neoplasms (N). Age-standardised death rates are 
measured by the region of residence (at the NUTS 

1 WHO Report: ATLAS on Substance Use (2010). Chapter 1: 
Psychoactive substance use: Epidemiology and burden of dis-
ease. Retrieved from: http://www.who.int/substance_abuse/
publications/treatment/en/ (Date of access: 25.06.2016); WHO 
Report: Global Status Report on Noncommunicable Diseases 
2010 (2011). Retrieved from: http://www.who.int/nmh/publica-
tions/ncd_report2010/en/ (Date of access: 25.06.2016); WHO 
Report: Global Report on Urban Health (2016). Retrieved from: 
http://www.who.int/kobe_centre/publications/urban-glob-
al-report/en/ (Date of access: 25.06.2016).
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2 level) as 3-year averages using 2013, 2014 and 
2015. 1

The only available statistics on the prevalence 
of diseases are mortality rates. It should be noted 
that these statistics are not ideal because we do 
not know how many people are actually ill or di-
agnosed with each disease, or how many of the ill 
die because of the disease in question rather than 
other causes. Moreover, the mortality rate as a sta-
tistical measure refers to the region in which the 
patient died, which may be different to the one in 
which they lived. This means that death rate sta-
tistics for regions with highly specialised clinics 
may be artificially inflated, which may distort the 
results of the efficiency analysis in some regions. 
Bearing these issues in mind, there are no reliable 
widespread statistics on disease prevalence avail-
able for the NUTS 2 regions, so the data used are 
the best available. Additionally, no standardised 
annual mortality rates are available in Eurostat. 
The available 3-year averages, on the one hand, 
reduce the possibility of comparing the prevalence 
and efficiency in subsequent years, while, on the 
other, eliminate possible outliers.

Table 2 presents the basic statistics for mor-
tality rates for the six Western diseases on which 
we focus. The leading causes of death are the dis-

1 Report of Eurostat’s Task Force: Revision of the European 
Standard Population 2013. Retrieved from: http://ec.europa.
eu/eurostat/documents/3859598/5926869/KS-RA-13–028-EN.
PDF/e713fa79–1add-44e8-b23d-5e8fa09b3f8f (Date of access: 
25.06.2016).

eases of the circulatory system and neoplasms. 
The highest dispersion can be observed for men-
tal and behavioural disorders as the relative devi-
ation exceeds 63 % and the mortality rate is over 
500 times higher in some UK regions than in ter-
ritories with the lowest values in Poland, Bulgaria, 
and Romania. Moreover, all death rates for se-
lected diseases are highly and positively spatially 
correlated. In particular, for diseases of the circu-
latory system, Moran’s I is as high as 0.93.

First, the six Western diseases described above 
and three healthcare input variables were used 
to calculate efficiency using the classic DEA ap-
proach. As the outputs are defined as mortal-
ity rates, we have calculated the “survival” rates 
that are the complement of death rates (both 
sum to 100,000). Figure 1 presents the efficiency 
coefficients for standard DEA on a choropleth 
map, and shows identified clusters and outli-
ers on LISA map. It can be seen that very few of 
the regions dispersed across Bulgaria, Romania, 
Portugal, Greece and Luxemburg have fully effi-
cient healthcare systems. Generally, higher per-
formance can be observed in Eastern Europe, es-
pecially the Balkans, the United Kingdom, as well 
as southern Italy and Spain. Germany has the least 
efficient system and unused input excess of 50–
60 %. In fact, Figure 1 indicates the existence of 
a large cluster of low-efficiency regions located 
in Germany and its neighbours, Austria, France, 
Slovakia and the Czech Republic. A large group of 
high performing regions is located in the Balkans, 

Table 1
Basic statistics for input variables

Disease Mean Std. dev. Min Max Moran’s I Pseudo p-value
Medical doctors per 100,000 inhabitants 
by NUTS 2 regions 350 98 132 867 0.33 < 0.001

Available hospital beds per 100,000 
inhabitants by NUTS 2 regions 507 217 164 1,290 0.73 < 0.001

GDP at current market prices by 
NUTS 2 regions in purchasing power 
standards per inhabitant

27,029 13,121 7,700 158,80 0.32 < 0.001

Source: own compilation.

Table 2
Basic statistics for mortality rates from Western diseases

Disease Mean Std. dev. Min Max Moran’s I Pseudo p-value
Diabetes mellitus 21.96 11.02 5.13 69.18 0.64 < 0.001
Mental and behavioural disorders 41.72 26.16 0.19 101.61 0.85 < 0.001
Diseases of the nervous system 
and the sense organs 39.359 19.422 10.52 162.97 0.83 < 0.001

Diseases of the circulatory system 402.8 206.87 162.96 1225.61 0.93 < 0.001
Diseases of the respiratory system 85.525 30.581 31.56 174.34 0.81 < 0.001
Neoplasms 269.67 31.666 210.84 374.51 0.70 < 0.001

Source: own compilation.

http://www.economyofregion.com
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Fig. 1. Classic DEA efficiency coefficient and LISA analysis of healthcare systems, NUTS 2, 2013–2015, by deciles

southern Iberian Peninsula, the United Kingdom, 
and northern Poland. The global autocorrelation 
is high with Moran’s I = 0.6 (p < 0.001).

An analogous analysis can be conducted using 
the newly developed SDEA approach. This setting 
enables the inclusion of potential spillovers across 

the regions on both the input and output sides in 
the evaluation of healthcare systems. 

In this analysis, six additional spatially 
weighted outputs and three spatially weighted in-
puts (with the chosen contiguity weight matrix) 
were introduced into the model. The preliminary 
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results confirmed the correlation between inputs 
and outputs measured by Neyman–Pearson corre-
lation coefficient. Further research showed spatial 
autocorrelation of outputs, measured by Moran’s 
I statistics, as well as correlation between out-
puts and spatial lags of the input variables, with-
out inherent correlation, verified using the bivar-
iate Moran’s I. 

The assumption of spatial interactions be-
tween the variables seems to be fully justified (see 
Table 3). First, the negative sign of the Moran’s 
I statistics suggests that the number of medical 
doctors and hospital beds in neighbouring regions 
decrease the death rates caused by most of the an-
alysed diseases. This may be due to patients trav-
elling for surgery or treatment to highly special-
ised clinics located in nearby regions.

The exception to this tendency is diabetes for 
which prosperity, also represented indirectly by i.a. 
the number of doctors and hospital beds in neigh-
bouring regions, increases risk factors leading to 
the growth of mortality, expressed by a positive sign 
of Moran’s I. The same applies to the cardiovascu-
lar diseases. Moreover, high prevalence and mortal-
ity of a disease in a given territory (region, group 
of them, or a whole country) can lead to the crea-
tion of new specialist healthcare centres dedicated 
to the treatment of that particular conditions. 

In the case of GDP, bivariate correlations are 
positive. GDP is perceived as the measure of re-

gional development and prosperity, and as such, 
it may stimulate the mortality from diseases of af-
fluence in the wider territory, including at border-
ing locations. Therefore, it confirms the negative 
impact of wealth on public health. 

It can also be seen that not every single spa-
tially weighted input is spatially correlated with 
every single output, i.e. on average, the number of 
doctors in one region does not impact the num-
ber of deaths caused by the diseases of the circula-
tory system in neighbouring regions. Similarly, re-
gional GDP does not affect the surrounding cases 
of the respiratory system and neoplasms. This is 
the case for only three relations and does not af-
fect the results of the analysis as in both DEA and 
SDEA inputs constitute a compact set, and tech-
nically it is not possible to eliminate individual 
input-output relations for particular variables. 
Moreover, the DEA assesses the efficiency analysis 
how, on average, the set of chosen inputs is trans-
formed into the set of outputs and, as a result, the 
particular relation are not considered in this set-
ting. Also note, that a fraction of type II errors is 
inevitable, as the power of the Moran’s I test can-
not be directly controlled. 

Therefore, we allow spatially weighted inputs 
to positively affect outputs and, as a result, to in-
crease the efficiency of healthcare systems within 
the investigated region. Hence, the spatial inputs 
are introduced into the denominator of the SDEA 
linear programming problem.

At the same time, we assume that a patient can 
travel from one region to the neighbouring region 
in search of medical assistance. In addition, pa-
tients may be treated away from their place of res-
idence, although health statistics (including mor-
tality) are assigned to the region where they live 
or die. As a result, the classic DEA may underes-
timate the effectiveness of healthcare in a given 
region because of the treatment of people from 
neighbouring regions; in these cases, some re-
sources appear to be wasted because they do not 
produce a proportionate output in that region. To 
address this issue and to include medical services 
provided to non-residents in a given region, we 
expand the set of outputs by adding their values in 
neighbouring regions (spatial outputs).

Although the spatial patterns, clusters and sig-
nificant spatial autocorrelation may be present, 
there is no direct causality, as all Western dis-
eases incorporated in our example are non-infec-
tious, and prevalence in one region cannot influ-
ence prevalence in another. As a result, no spa-
tial output can be considered as an input. Thus, no 
spatial product inputs are reflected in the model. 
Notice, however, that if contagious diseases were 

Table 3
Bivariate Moran’s I statistics for outputs with spatially 

weighted inputs

WX Y Bivariate Moran’s I (Pseudo p-value) 
significance

BED D 0.28 0.001
BED M −0.20 0.001
BED NS −0.17 0.001
BED R −0.40 0.001
BED C 0.21 0.001
BED N −0.047 0.05
DOC D 0.18 0.001
DOC M −0.16 0.001
DOC NS −0.63 0.001
DOC R −0.19 0.001
DOC C −0.027 0.18
DOC N −0.18 0.001
GDP D 0.04 0.081
GDP M 0.18 0.001
GDP NS 0.06 0.048
GDP R −0.038 0.100
GDP C 0.11 0.001
GDP N 0.015 0.310

Source: own compilation.
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considered, causality would be present and con-
sideration should be given to including some spa-
tial product inputs in the healthcare model.

Summing up, in our application of SDEA to the 
efficiency of healthcare in NUTS 2 regions, we in-
clude both outputs Y and spatial outputs WY in 
the final set of outputs. Similarly, we incorporate 
inputs X as well as spatial inputs WX in into the 
ultimate set of inputs.

Figure 2 presents Moran’s scatterplots, where 
spatial autocorrelation statistic is visualised as the 
slope of the regression line of the efficiency coef-
ficient in neighbouring regions against the effi-
ciency coefficient. For SDEA, the value of Moran’s 
I = 0.68 (p<0.001) confirms the spatial autocorrela-
tion of the efficiency coefficient and indicates the 
possibility of its clustering and is higher than for 
DEA (I = 0.60, p<0.001). The more stringent SDEA 
framework emphasises inter-regional cooperation 
while demanding high performance not only from 
the region itself but also from its neighbours. As a 
result, SDEA highlights strong clusters while pulls 
less-performing regions down. Consequently, in 
this study, an increase in spatial autocorrelation 
of the efficiency coefficient in SDEA, as compared 
to DEA, confirms very strong cross-border rela-
tionships in healthcare efficiency through medi-
cal tourism and ongoing specialisation of health-
care facilities.

The results, presented in Figure 3, suggest 
that the overall spatial distribution of SDEA ef-
ficiency is similar to that of the classic DEA. 
Similarly, low-efficiency clusters are found in 
Germany, France, the Czech Republic, Austria, and 
Benelux, whereas high performance is observed in 
the Balkans, the United Kingdom, and the south-

ern Iberian Peninsula. However, numerous addi-
tional effective regions can be observed in Poland, 
Greece, Italy, the Iberian Peninsula, the United 
Kingdom and Ireland. In general, efficiency levels 
are noticeably higher for the SDEA results com-
pared with the results of the classic approach. To 
accurately assess the differences, additional anal-
ysis is necessary.

Comparing the DEA and SDEA results, we can 
observe that efficiency seems to be underesti-
mated in the classic approach. Indeed, in the case 
of DEA, the lowest value of the efficiency coeffi-
cient is 33 % for the Bratislava region (suggesting 
that 66.6 % of inputs are wasted), whereas in the 
case of the SDEA results, the minimum value in-
creases up to 52 % in the case of Vienna. Second, 
the number of efficient regions has increased 
from 9 to 42, that is, from 3.2 % to 14.9 % of the 
total number of regions. Finally, SDEA captured 
34 (12.1 % of all regions) new Farrell efficient re-
gions (all within the United Kingdom), which were 
not captured by DEA analysis. This means that for 
those regions, while the efficiency coefficient is 
equal to 1 (100 %), condition (b) in Definition 2 is 
not satisfied. Although proportional reduction of 
all inputs is not possible, changes for selected var-
iables are required. This suggests that the classic 
DEA may incorrectly indicate that regions are in-
efficient because this solution underestimates the 
region-specific spatial context.

To accurately assess the differences between 
efficiency coefficients, we calculated the relative 
differences rate, which for region r is defined as: 

100%.
SDEA DEA
r r

r DEA
r

D
θ −θ

=
θ

                 (9)

   
Fig. 2. Moran’s I scatterplot for DEA and SDEA efficiency of healthcare systems, NUTS 2, 2013–2015
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Fig. 3. SDEA efficiency coefficient and LISA analysis of healthcare systems, NUTS 2, 2013–2015, by deciles

The values of the relative difference rate are 
presented in Figure 4. First, for each region, SDEA 
coefficients are no lower than the corresponding 
DEA outcomes. The average increase in effective-
ness per region is 27.3 %, with a 76 % coefficient of 
variation. The highest increase is observed for the 
Bratislava region, which the classic DEA indicated 

as the least efficient region, with a 33.6 % effi-
ciency coefficient. In contrast, the spatial approach 
placed this region among those with the highest 
efficiency (93.7 %). This suggests that the classical 
approach underestimated the performance of this 
region by as much as 60 percentage points, equiva-
lent to a relative difference rate of 178.9 %.
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Fig. 4. Relative difference rate of healthcare efficiency coefficients for SDEA and DEA

The analysis of both spatial distribution and 
spatial association using the rate of the relative 
difference shows that there are no strong spatial 
patterns. The global autocorrelation is low but sig-
nificant (I = 0.1, p = 0.01) and the dispersion of the 
differences is high, which suggests that the overall 

correction in efficiency arising from SDEA results 
from region-specific factors. Only a few clusters 
exist. In fact, for highly efficient regions (accord-
ing to both DEA and SDEA), which were located 
in the Iberian Peninsula and Balkans, the rela-
tive differences were small as proved by LISA cold-
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spots. On the other hand, in Western and Northern 
Europe, the relative differences between DEA and 
SDEA are much more substantial with some high-
high clusters. In these regions, the standard DEA 
underperformed the most, and therefore the cor-
rection of the spatial component is the largest.

4. Conclusions

In this paper, we introduce a modification of 
the classic DEA CCR model used in regional stud-
ies. A review of the literature on the efficiency of 
geographical units indicates that first, DEA and 
other methods based on the relative efficiency 
frontier are desirable. Second, the combination of 
DEA analysis with the spatial methodology of GIS 
and ESDA has become increasingly popular in re-
cent years. This strongly suggests the need to ex-
plicitly include spatial interactions in the assess-
ment of efficiency. Therefore, our modification is 
an attempt to extend DEA to its spatial form (i.e., 
SDEA) by including spatial interactions in parallel 
with classic input–output relations. Because some 
variables may not exhibit spatial patterns and be-
cause such patterns may vary, our modification al-
lows an individualised approach to each variable 
(both inputs and outputs).

Our SDEA method has been used to assess the 
efficiency of healthcare in European NUTS 2 re-
gions and compare it with the results of the classic 
DEA CCR model. Comparing the results of SDEA 
and DEA, we conclude that both approaches unan-
imously indicate that the efficiency of healthcare 
across Europe is very diverse and that few regions 
are fully effective. The analyses conducted indi-
cate that DEA results in regional studies may un-
derestimate the performance of some regions, as 
the classic approach does not properly consider 
the region-specific spatial context. Indeed, re-
gions, unlike some other economic entities, are 
not independent and should not be treated as such 
in quantitative analysis. In the case of our study 
on healthcare, we show that ignoring the spatial 
spillovers of the production process reduces effi-

ciency. One reason behind this is that inputs used 
in the production of outputs in neighbouring re-
gions are considered wasted within a given region. 
As a result, the classic DEA approach underesti-
mates the regional efficiency.

In general, it is not justifiable in regional set-
tings to assume that the level variables (inputs 
and outputs) of the neighbouring regions do not 
affect the level of production in a given region. 
This is particularly the case if spatial exploratory 
analysis, which is used in our study, indicates the 
presence of spatial autocorrelation in the data. 
Thus, an adequate assessment of production effi-
ciency calls for the inclusion of the spatial con-
text through spatially lagged inputs and output. 
Although such phenomena are not present in our 
example study, we note that due to the interde-
pendence of the production processes in neigh-
bouring regions, it is possible for the classical DEA 
to overestimate efficiency if the spatial compo-
nent is erroneously omitted in a study.

This paper presents both SDEA methodology 
and an example of its application. However, we are 
aware that there are some additional issues that 
should be addressed in future work. Indeed, fur-
ther research must be done on how positive and/
or negative spatial autocorrelation influences the 
performance of the model. Moreover, the clas-
sic distinction between fully efficient and Farrell 
efficient regions may cause some interpretation 
problems. Therefore, it could be beneficial to de-
sign a slack-based measure that includes the spa-
tial context. The results may potentially lead to 
more accurate assessments of levels of efficiency.

In the case of the healthcare efficiency example 
study, it would be useful to supplement the spatial 
analysis with dynamic analysis (e.g. Malmquist in-
dex of productivity). However, to do so, an annual 
standardised mortality rates (instead of the 3-year 
averages) would be preferable. Finally, more ac-
curate prevalence statistics would also allow to 
improve and expand the assessment of regional 
healthcare efficiency.
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